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Silver nanoparticles (Ag-NPs) have attracted considerable attention for chemical, physical, 

and medical applications due to their exceptional properties. In this study, artificial neural 

network (ANN) was employed to develop an approach for the evaluation of size of silver 

nanoparticles (Ag-NPs) in montmorillonite/starch bionanocomposites (MMT/Stc BNCs) 

synthesized by chemical method. The suitable ANN model is found to be a network with 

two layers that first layer has 10 neurons. This model has four inputs include of AgNO3 

concentration, temperature of reaction, weight percentage of starch, and NaBH4 

concentration. It can capable for predicting the size of Ag-NPs synthesized by chemical 

reduction method for a wide range of conditions with a mean absolute error of less than 

0.04 and a regression of about 0.99. Also linear and multiple linear regression models 

verified that AgNO3 concentration content has significant effect on size of Ag-NPs. ANN 

generalization results denoted that the selected ANN successfully predicts the behavior of 

size of nanoparticles as functions of operating variables.  
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1. Introduction 
 

The synthesis of nanomaterials is one of current interest due to their wide variety of 

applications in fields such as electronics [1], photonics [2], catalysis [3], medicine [4], etc. Most of 

the applications are due to the fact that matter at the nanometer scale has different properties as 

compared with the bulk state. For this reason, many research groups around the world are trying 

new methods of synthesis of different materials at the nanoscale. One goal is to control the size 

and shape of atomic clusters or nanoparticles (NPs) and their ordering in one, two or three 

dimension arrays [5]. 

A variety of preparation routes have been reported for the preparation of metallic 

nanoparticles [6, 7], notable examples include, salt reduction [8], microwave dielectric heating 

reduction [9], ultrasonic irradiation [10], radiolysis [11], electrochemical synthesis [12, 13], etc. In 

recent years many metal nanoparticles have been found to exhibit interesting antibacterial 

activities [14]. 

Among of metals nanoparticles the silver nanoparticles (Ag-NPs) have been found to 

exhibit interesting antibacterial activities [15‒17].This may perhaps have numerous applications in 

the fields of dentistry, clothing, catalysis, mirrors, optics, photography, electronics and food 

industries [18]. Because of such broad variety of applications, wide ranges of different preparation 

methods have been developed. However, the developing methods of Ag-NPs preparation, must 

give preference to control size of Ag-NPs. Therefore, nanosilver with small particle size and 
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devoid of aggregation between particles is favorable in this purpose. There are several ways to 

reduce Ag
+
 for instance, application of physical methods using of γ-rays, UV-irradiation, 

ultrasonic irradiation, microwave irradiation, heating and electrochemical reduction [19], 

application of reducing chemicals, such as hydrazine, sodium borohydride [20‒24], polyethylene 

glycerol [25], N,N-dimethyl formamide [26], glucose [27], ethylene glycol [28], formaldehyde 

[29], sodium in liquid ammonia, etc [30]. 

Several studies on the synthesis of metal NPs by using natural polymers have been 

performed. The polyelectrolyte’s, such as starch, are particularly interesting for metal NPs 

synthesis, due to their interactions with metal ions and metal NPs. Among natural polymers, starch 

is one of the most promising biocompatible and biodegradable materials because it is a renewable 

resource that is universally available and of low cost [31]. 

A novel invention of nanocomposites materials which indicate a promising field in the 

frontiers of nanotechnology materials and life sciences are bionanocomposites. 

Bionanocomposites are composed of a natural polymer matrix and organic/inorganic filler with at 

least one dimension on the nanometer scale [32]. A number of researchers have presented work in 

the field of starch-based bionanocomposites which can be obtained by filling a thermoplastic 

starch matrix with nanofillers such as layer silicates like montmorillonite and kaolinite are the 

usual layer silicates used in starch-based bionanocomposites [33]. 

In recent years artificial neural network (ANN) models have been applied for the modeling 

of chemical processes related to different area , for example the extraction of various compounds 

from different liquid and solid phases [34], also in nanocomposites [35], bio-sorption process [36], 

nanoparticles-activated carbon [37, 38] and nanofibers [39]. ANN is a modeling tool to solve 

linear and nonlinear multivariate regression problems [40]. ANNs may provide accurate results for 

very complex and non-linear problems that demand high computational costs [42‒44]. One of the 

most employed learning algorithms is the back-propagation and its main advantage is the use of 

output information and expected pattern to error corrections [45]. The main advantages of ANN 

techniques include learning and generalization ability of data, fault tolerance and inherent 

contextual information processing in addition to fast computation capacity [46]. It is important to 

mention that since 90’s many studies have related advantages of applying ANN techniques when 

compared to other statistical methods [47–49]. Employing neural network models would lead to 

saving time and cost by predicting the results of the reactions so that the most promising 

conditions can then be verified [50–53]. Therefore the objective of this paper is to develop an 

ANN model to predict the size of Ag-NPs, based experimental data; also investigating effect of 

important variables on size of nanoparticles. 

In this article, we study that the artificial neural network algorithm is present for the 

prediction of size of Ag-NPs with the inputs of AgNO3 concentration, temperature of reaction, 

weight percentage of starch, and NaBH4 concentration. 

 

 

2. Experimental Section 
 

2.1 Materials 

 

Silver nitrate (AgNO3, 99.98%), used as the silver precursor, was obtained from Merck 

(Darmstadt, Germany). Montmorillonite powder (MMT), used as a solid support for the Ag-NPs, 

was purchased from Kunipia-F (Tokyo, Japan). Sodium borohydride (NaBH4, 98.50%) and soluble 

starch (99.89%) used as a reduction agent, and stabilizer respectively, were obtained from Sigma-

Aldrich (St Louis, MO). All the aqueous solutions were used with double-distilled water. 

 

2.2 Synthesis of Ag-NPs in MMT/Stc BNCs 

 

Schematic illustration of the synthesis of the Ag-NPs on MMT/Stc is shown in Figure 1. 

Starch solutions were prepared by soluble starch in the different temperature under constant 

stirring time. Then, different molar of AgNO3 were added to the starch solutions under constant 

stirring for preparation of AgNO3/Stc colloids. The AgNO3/Stc colloids were added into the MMT 
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suspension and the mixture was further vigorously stirred for more than 3 h at certain temperature 

to obtain [Ag(MMT/Stc)]
+
 composites that mention in Equations 1. Freshly prepared of NaBH4 

solutions with different molar were added to the [Ag(MMT/Stc)]
+
 composites. The mixtures were 

heated to certain temperature and were maintained at each temperature for 24 hours. The 

suspension rapidly changed to light brown and dark brown that indicating the initial formation of 

Ag-NPs. Then, obtained suspensions of Ag/MMT/Stc BNCs were separated by centrifugation, 

washed with double distilled water twice and dried under vacuum overnight. Unless stated 

otherwise, all experiments were conducted at certain temperatures [27, 54]. The possible reaction 

between NaBH4, silver ions and starch in the MMT suspensions can be written as follows 

Equations 2. 

Ag+ + Stc + MMT → [Ag (MMT/Stc)]
+                                                                                                                   

(1) 

2[Ag (MMT/Stc)]
+
 + 4BH4

− + 6H2O→ 2[Ag (MMT/Stc)] + 4H2BO3
− + 2H

+
 + 9H2↑     (2) 

Stc= Starch 

Therefore, according to these reactions mechanism the interactions between Ag-NPs in the 

interlayer space of MMT/Stc BNCs can be van der Waals interactions. The physical bonding 

appears between the oxygen groups of oxygen group of starch with positive charge of Ag NPs 

surface. 

 

 
Fig.1: Schematic illustration of the synthesis of the Ag-NPs in MMT/Stc layers  

as bionanocomposites by chemical reduction method. 

 

 

2.3 Characterization Method and Instrument 

 

The Ag/MMT/Stc BNCs were characterized using transmission electron microscopy. 

Transmission electron microscopy observations were carried out on A Hitachi H-7100 electron 

microscope and the mean particle size distributions were determined using the UTHSCSA Image 

Tool version 3.00 program. 

 

 

3. Modeling 
 

Artificial neural networks (ANNs) are non-linear computational tools suitable to a great 

host of practical application due to their flexibility and adaptability [55, 56]. The massive 

interconnected structure make ANN an exceptional tool which learns through input data, while it 
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has the ability to model incomplete data without being affected by data noise. Such techniques 

have proved more efficient than standard modeling techniques such as the response surface 

methodology (RSM) [57, 58]. From a computational point of view, the simplest representation of 

an artificial neural network is that of a black-box which receives multiple inputs and produces 

multiple outputs (Figure2), this means that ANNs are just one of the possible ways to operate a 

non-linear mapping between an input and a target space [59]. 

Three subsets of data are used to build the network model: a training set and a testing set 

and validation set. The training phase needs to produce a neural network that is both stable and 

convergent. The training phase is carried out by adjusting the strength of connections between 

neurons with the aim to adapt the outputs of the entire network to be closer to the desired outputs 

or to minimize the sum of the training data. 

 

 

Fig. 2: Artificial neural network as a black-box 

The training is carried out by adjusting the strength of connections between neurons with 

the aim to adapt the outputs of the entire network to be closer to the desired outputs or to minimize 

the sum of the training data [60]. Validation phase is required to modify and optimize the ANN 

architecture (activation function, training function and number of hidden layers), and adjust the 

number of neurons for hidden layer. 

Amongst network functions, the popular feed-forward with back-propagation algorithm is 

assessed. A feed-forward network with I  inputs, H hidden neurons and O  outputs computes 

O nonlinear functions of its I input variables as compositions of the H functions computed by the 

hidden neurons (Equations 3): 

yj = g(∑ wjiHNi
H
i=1 + wj0) = g{∑ wjif(∑ wirar + wi0

I
r=1 )H

i=1 + wj0}                          (3) 

Where g  and  f  are the activation functions of the output and hidden layers, 

respectively, HNi is the value of the ith hidden neuron, wji is the weight connecting the ith hidden 

and the jth output units, while wir is the weight associated to the connection of the ith input to the 

rth hidden neuron. Activation functions used for multilayer feed-forward networks are usually s-

shaped functions like sigmoid or hyperbolic tangent, which satisfy the requisites of being non-

linear and bounded [55, 59]. 

Before practical implementation, the network has to be trained so that the free parameters 

or connection weights are determined and the mapping between inputs and outputs is 

accomplished. The training method is called back-propagation, a supervised learning technique, 

which generally involves two phases through different layers of the network: a forward phase and 

a backward phase. In the forward phase, input vectors are presented and propagated forward to 

compute the output for each neuron. During this phase, synaptic weights are calculated and the 

mean square errors (MSE) and the coefficient of determination (R
2
) of all the patterns of the 

training set are calculated by Equation (4, 5): 
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MSE = 1/n ∑ (ai − bi)
2n

i=1                                                                     (4) 

R2 = 1 −
∑ (ai−bi)2n

i=1

∑ (ai−am)2n
i=1

                                                                           (5) 

Where “n” is the total number of training patterns ai is the target value, bi is the network 

output value and am is the average of the target values.  

The backward phase is an iterative which is error reduction performed in a backward 

direction from the output layer to the input layer. The gradient descent method, adding a 

momentum term, is usually used to minimize the MSE as fast as possible [61‒63]. 

 

 

4. Results and Discussion 
 

The proposed method is implemented using Matlab 7.6 on a T6400, 2 GHz, 2 GB RAM 

computer. The data were randomly divided into three groups (70% for training, 15% for the testing 

and 15% for the validation set). The optimum ANN model with four neurons (AgNO3 

concentration, temperature of reaction, weight percentage of starch, and NaBH4 concentration), 

one neuron (size of nanoparticles) and 10 neurons in the hidden layer was found as fitness 

function, while the weight and bias values of each layer were determined. Then, optimal ANN 

architecture was determined as 4:10:1 with log-sigmoid transfer function for hidden and linear 

transfer function for output layers (Figure 3): 

 

 
Fig. 3: The optimums ANN model for prediction the size of Ag-NPs in MMT/Stc BNCs 

 

 

In Table 1 is presented the experimental data used for the training of the ANN model. The 

predicted particle size is compared to the observed particle size and the difference between the 

predicted and observed size is stated as particle size error based on the difference between these 

two values. 

Table 2 shows the values of connection weights (parameters of the model) for the 

complete ANN model trained on the whole datasets. This information allows other researchers to 

compare present ANN models with their own experimental data. 

The performances of ANN model on training, validation and testing data sets are 

evaluated by MSE and R
2
. These resulting values are reported in Table 3 and this results show that 

the predictive accuracy of the model is high. 
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Table 1: Experimental values (training, validation, and testing data set),actual and model predicated of size 

of Ag-NPs. 

Run 

No 

AgNO3 

(M) 

Temperature 

(°C) 

Starch 

(%w/w) 

NaBH4 

Con.  

(M) 

Size of 

Silver  

 (Actual) 

(nm) 

Size of 

Silver 

(Predict) 

(nm) 

Error= 

Actual-

Predict 

(nm) 

1 0.5 25 0.25 0.5 25.47 25.282 0.18788 

2 0.5 25 0.25 1 23.42 23.842 -0.4221 

3 0.5 25 0.25 1.5 22.87 22.624 0.24597 

4 0.5 25 0.25 2 21.59 21.598 -0.00802 

5 0.5 25 0.25 2.5 20.81 20.736 0.07408 

6 0.5 25 0.25 3 20.03 20.012 0.01794 

7 1.0 30 0.5 1 19.25 19.608 -0.35812 

8 1.0 30 0.5 2 18.47 18.458 0.01200 

9 1.0 30 0.5 3 17.72 17.6 0.12015 

10 1.0 30 0.5 4 17.07 16.928 0.14188 

11 1.0 30 0.5 5 16.36 16.369 -0.00881 

12 1.0 30 0.5 6 15.61 15.871 -0.26089 

13 1.5 35 1 1.5 14.85 14.893 -0.04287 

14 1.5 35 1 3 14.14 14.203 -0.06283 

15 1.5 35 1 4.5 13.75 13.506 0.24425 

16 1.5 35 1 6 12.69 12.768 -0.07787 

17 1.5 35 1 7.5 11.84 11.978 -0.13778 

18 1.5 35 1 9 11.22 11.141 0.07937 

19 2.0 40 1 2 10.25 10.25 0.0000 

20 2.0 40 1.5 4 9.49 9.4871 0.00293 

21 2.0 40 1.5 6 8.23 8.6317 -0.40165 

22 2.0 40 1.5 8 7.51 7.7574 -0.24743 

23 2.0 40 1.5 10 6.72 6.7223 -0.00232 

24 2.0 40 1.5 12 5.38 5.3772 0.00280 

25 5.0 50 2 5 4.76 4.7617 -0.00173 

26 5.0 50 2 10 4.53 4.7206 -0.19055 

27 5.0 50 2 15 4.24 4.2419 -0.00192 

28 5.0 50 2 20 4.01 4.0101 -0.00013 

29 5.0 50 2 25 3.87 3.9347 -0.06468 

30 5.0 50 2 30 3.86 3.8608 -0.00078 

 

 
Table 2: Values of connection weights for the complete ANN model (parameters of the model) 

 Node1 Node2 Node3 Node4 Node5 Node6 Node7 Node8 Node9 Node10 Bias 2 

Input 1 0.78695 1.0277 0.61168 0.35598 -0.22961 2.0693 2.0109 -1.8701 0.30248 0.50168  

Input 2 -0.78233 -0.4063 1.37 -0.23377 -2.0116 0.97917 0.40739 -2.8302 -1.5875 -0.051288  

Input 3 1.7222 -2.2102 -0.05875 -2.2749 0.97927 -1.5422 1.2763 0.3165 1.7796 -1.8787  

Input 4 0.20915 -1.2791 1.0375 -2.2808 -0.90458 0.30561 2.8448 -0.91541 -0.5772 -3.1984  

Output -0.67863 -3.589 -1.767 0.10127 -0.069593 0.20272 -1.2494 0.64627 2.3205 -5.693  

Bias 1 -0.46376 0.23879 0.25792 -0.33878 1.9209 1.3256 0.17776 0.29823 1.3054 3.3051 1.8277 
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Table 3: The performances of ANN model on training, validation and testing data sets 

Data RMSE R
2
 

Train 0.0185 0.9979 

Validation 0.0441 0.9952 

Test 0.0557 0.9984 

 

 

In Figure 4 is also shown the scatter diagram of predicted values in comparison with actual 

values. It shows that the model prediction fits well with the experimental observations. 

 

 
Fig. 4: The scatter plots of ANN model predicted versus actual values for training,  

validation, testing and all data sets. 

 

 

In Figure 5 is shown the errors histogram of train, validation and test sets. These results 

show errors three data sets is less than 0.86. These results indicate that the experimental data has 

been fitted with good accuracy using the obtained ANN model. 
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Fig. 5:Error histogram of training, validation, and test datasets 

 

 

Figure 6 presents the MSE of training, test, and validation datasets for 20 iterations, and 

the best validation performance is found to in 0.004 in the 20th epoch (iteration). The results 

presented in Figure 6 show other reasons for validating the final obtained ANN model. 

 

 
Fig. 6. Mean squared error of training, validation, and test datasets 

 

 

4.1 Model Fitting and Statistical Analysis 

 

Data fitting is the process of fitting models to data and analyzing the accuracy of the fit. 

Engineers and scientists apply data fitting techniques, including nonparametric methods, 

mathematical equations and, to model acquired data. Two-dimensional plots for presenting the 

effects of each input variable on output (size of Ag-NPs) based on regression models have been 

exhibited in Figure 7(a-d). 
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Fig. 7: Two-dimensional plots effects of AgNO3 concentration (a),  

temperature of reaction (b), starch percentage (c), and NABH4(d) on size of Ag-NPs 

 

 

It was observed that measurement of size of Ag-NPs increased rapidly with the increase in 

the amount of AgNO3 concentration, starch percentage, and amount of NaBH4 concentration [35].  

The Figure 8 (a‒f) shows the combined effects of the four input variables, on the size of 

nanoparticles. The size of nanoparticles on based the amount of starch and AgNO3 concentration is 

presented in Figure 8 (a), and shows both factor are important.  
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Fig. 8:Two-dimensional surfaces plots: effects of AgNO3 concentration and starch 

percentage (a), effects of amount of AgNO3 and NaBH4concentrationsand (b), effects of 

temperature of reaction and AgNO3 concentration (c), effects of starch percentage and 

amount of NaBH4 concentration (d), effects temperature of reaction and amount of NaBH4 

concentration (e), and effects of starch percentage and temperature of reaction (f) on size 

of Ag-NPs. 

 

 

 In Figure 8 (b) the points are inside the light green, yellow, red and dark blue areas present 

for low amount of AgNO3 concentration (<2), the factor of NaBH4 concentration is more 

important than AgNO3 concentration; and for (2‒5) factor of  AgNO3 concentration is more 

important than NaBH4 concentration. The effects of concentrationAgNO3 and temperature of 

reaction on the size of nanoparticles is shown in Figure 8 (c). It shows both factors are important in 

determining nanoparticle size. 

 

 

5. Conclusion 
 

In this research, a suitable method was presented for simulating the structural features on 

size of Ag-NPs in MMT/Stc BNCs by the optimized artificial neural network. The Ag-NPs were 

synthesized from NaBH4 as a strong reducing agent between silicates layer structures of MMT/Stc. 

With input vectors molar concentration of AgNO3, temperature of reaction, percentage of starch, 

and amount of molar concentration of NaBH4, consisting of one hidden layers (4:10:1) was 

adopted to predict the size of Ag-NPs. ANN generalization results denoted that the selected ANN 

successfully predicts the behavior of size of nanoparticles as functions of operating variables. 

Also, it was found out that the technique of ANN modeling has many satisfactory features like 

high accuracy, generalization and simplicity; consequently it is an excellent way for modeling 

such complex systems. Furthermore in this paper, fitting models was employed to model the 

impacts of numerous independent variables on the dependent variable. As shown in experimental 

results, the importance factors in identify of size of NPs respectively are the AgNO3 concentration, 

temperature of reaction and NaBH4. The modeling results revealed that the size of nanoparticles 

decreases with increasing the AgNO3 concentration as well as the percentage of starch and amount 

of NaBH4concentration. Therefore, employing neural network and fitting models would lead to 
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saving time and cost by predicting and evaluation the results of the reactions. The final models are 

presented as being useful for other researchers by preventing unnecessary experiments. 
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