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The band (or Stoner) ferromagnetism in systems exhibiting a linear density of states, such 
as a graphene sheet, where the density of states g(ε) is proportional to ε, is investigated as 
function of temperature. The calculations are performed by neglecting spin-wave 
excitations and some arguments are presented for this approximation. It is found that the 
occurrence of ferromagnetism becomes easier at finite temperature than in the low 
temperature limit, especially for systems with low values of carrier density. An almost 
linear dependence of the magnetization on temperature is predicted; the temperature of 
vanishing magnetization is linear with the value of the equilibrium Fermi energy, 
irrespective of the value of the interaction (Hubbard) parameter. Also, for low values of 
the Hubbard energy an increase in the average value of the polarization with the 
temperature is predicted in the range of low temperatures. The most important application 
of such systems consists of control over the onset of magnetization by the charge density 
(the value of the Fermi energy). 
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1. Introduction 
 
The prototype of a system with linear density of states (DOS) is given by infinite graphene 

sheets, where the energy around the K point in the Brillouin zone is linear in the absolute value of 
the wave vector ε(k) ~ k ~ (kx

2 + ky
2)1/2, which is sometimes called a 'Dirac spectrum' [1]. 

Therefore, the two-dimensional sum over the states isolates a factor k in the integral over the 
absolute value of the wavevector, and this is proportional to the energy. The dependence ε = ħc'k 
involves a pseudo-speed of light (or a Fermi velocity) c' ≈ 106 m/s [1]. 

Ferromagnetism in graphenes has been the subject of an increasing amount of work during 
the last years, although its origins are still subject to intensive debates [2]. The occurrence of 
ferromagnetism is usually associated with boundary effects [3] or with the occurrence of a spin 
polarized flat band [1,4]. The pure Stoner ferromagnetism of graphenes was accounted for only 
recently [5], with the prediction of a continuous quantum magnetic phase transition (Stoner phase). 
Bilayers of graphene have also been predicted to exhibit ferromagnetism in the low density 
regime, with lower interaction energies U as compared to the usual Stoner criterion [6]. Doping, 
even with nonmagnetic impurities, leads in some cases to magnetic ordering [7]. The sound 
experimental discovery of room temperature ferromagnetism in graphenes [8,9] and in irradiated 
graphite [10] is expected to boost this research even more. However, to date, most of the 
theoretical work explained the possible occurrence of ferromagnetism through edge states [3,4] or 
via spin-polarized or -unpolarized defects (vacancies) [7,11], although Ref. [9] suggest a possible 
intrinsic mechanism of ferromagnetic ordering. Also, recently, a Hubbard model for graphene was 
proposed [c], though without any eventual connection to a Stoner criterion. In this work, we will 
start by assuming the validity of the Hubbard mechanism from Ref. [12] and, based on this 
approach, we will develop a phenomenological approach aiming to sketch a simple variable-
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temperature Stoner theory of the ferromagnetism in systems where the DOS is linear with the 
energy, of which graphenes are the most straightforward example. 

A rather didactical introduction in the band ferromagnetism and its connections with the 
dimensionality of the system and with the Hubbard model was presented in [13]. In the following, 
we will follow the path traced in Ref. [14]: first we compute the zero temperature properties of the 
system (Sec. 2), then the density and the position of Fermi energies for the case of finite 
temperature (Sec. 3), the energy of the system (Sec. 4), the stability of the ferromagnetic phase 
(Sec. 5), and the average value of the polarization and its dependence with the temperature             
(Sec. 6). 

It may be argued that in a first approximation the spin wave excitations in two dimensional 
(2D) systems present a long wavelength divergence and may lead to the destruction of 
ferromagnetism. In Sec. 7, we also present a short review of surface spin wave theories and recent 
experiments, and argue that, in a first approximation, it is not straightforward that this destruction 
manifests. Therefore, neglecting spin waves in the present theory might provide a good 
approximation for the description of pure 2D Stoner systems. Finally, in Sec. 8 we draw the main 
conclusions of this paper. 

Throughout this paper, we shall consider only unbalanced carriers (electrons or holes). We 
consider that neutral graphene has completely filled valence band and completely empty 
conduction band. All densities discussed in the following concern only carriers obtained by doping 
or by injection from external sources, including charging of the graphene sheet. The linear energy-
dependent DOS is expressed as: 
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n being the conduction (doped) electron density (per unit area), and n/2 the doped electron density 
of one subband (spin ↑ or ↓) in the absence of polarization. In the presence of a band polarization 
ξ, nξ/2 electrons are promoted from the subband ↓ to the subband ↑; therefore, the Fermi energies 
corresponding to both subbands are shifted such that: 
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We now estimate the order of magnitude of the Fermi energy and of the carrier density. 

From the formula ε = ħc'k one estimates that the connection between the Fermi energy and the 
doped carrier density is n = (1/4π) [εF

(0)/(hc')]2. Therefore, if one assumes that each atom in the 
lattice contributes with δ electrons (or holes) to the carrier density, we obtain εF

(0) ≈ 92.8 eV δ1/2. A 
possible doping may also be accounted for by this estimate: for instance, a doping of 10-6 induces a 
Fermi energy of 92.8 meV, which approaches the thermal energy corresponding to room 
temperature. 

 
 
2. The zero temperature case. The Stoner criterion 
 
The two basic hypotheses of the calculation are the following: 

(i) Near the graphene's K point, the dispersion law is linear. This is a consequence of the 
band structure of graphene, obtained just from tight binding theory [15] without taking into 
consideration the Hubbard interaction [12]. More complicated dispersion laws may be derived (see 
e.g. Ref. [16]) by including the Hubbard interaction in a more sophisticated theory such as random 
phase approximation (RPA), but in the following we will just consider the main result of the tight 
binding model ε(k) ~ k plus the Hubbard interaction taken in the mean field approximation. 

(ii) The band ferromagnetism is treated in the rigid band displacement model.  
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In the case of spin polarization, an increase occurs in the kinetic energy, compensated by 
the Hubbard term - nUξ� 

2 / 4 for all electrons in the area of unity [13]. The increase in the kinetic 
energy is obtained simply by integrating εg(ε) over both subbands ↑ and ↓, with subsequent 
subtraction of the energy of unpolarized subbands. The energy variation induced by the occurrence 
of the spin polarization ξ is obtained as: 
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where u = U / εF

(0). The first term of the total energy per unit area is quite similar to the leading 
term (at low densities) of the Hartree-Fock energy from the model of zero-temperature two-
dimensional electron gas discussed by Tanatar and Ceperley two decades ago [17]. Typical energy 
curves Δw(ξ) are represented in Figure 1. Three regions may be defined, as a function of the 
parameter u, reflecting the ratio between the Hubbard energy and the zero temperature Fermi 
energy: (i) for u  < 1, the absolute minimum of the energy curves is the paramagnetic state ξ = 0; 

(ii) for 1 ≤ u < 2  there occurs a minimum energy for ξ ≠ 0, namely for ξ = 2(u2 - 1)1/2/u2; (iii) for 

u ≥ 2  the most stable state is the ferromagnetic one, with maximum polarization ξ = 1. One may 
also easily verify the fulfilment of the Stoner criterion for the magnetic instability g(εF

(0))U > n: the 
condition of instability for the paramagnetic phase (∂Δw/∂x)ξ �= 0 < 0 implies u > 1. 
 

 
Fig. 1. Energy dependence at T = 0 on the asymmetry parameter, for several values of the ratio  

between the Hubbard and the equilibrium unpolarized Fermi energy. 
  

3. The finite temperature case. Position of Fermi energies 
 

 In the absence of polarization at finite temperature, eq. (1) is rewritten by introducing the 
Fermi-Dirac distribution: 
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 With notations y0 = εF

(0) / (kBT); y = ε   F(T) / (kBT); x = ε / (kBT): 
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(see Ref. [14]) where Li2(z) is the dilogarithm function. The polylogarithm function is defined as 
[14,18]: 
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In evaluating the right-hand side term of eq. (5), the Landen identity is used [15], written as: 
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together with Li2(1) = π2/6. Finally, eq. (5) yields: 
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Eq. (8) is represented in Figure 2. An important observation is that the Fermi energy at finite 
temperature has a nonzero value only for y0 > 6-1/2 π ≈ 1.282 (or εF

(0) >  6-1/2 π kBT ≈ 1.283 kBT). 
[Note that Li2(-1) = - π2/12.] Otherwise, the system is an insulator, with no free electrons. A 
similar result was obtained in Ref. [14] for a constant DOS, where a nonzero Fermi energy occurs 
at finite temperature only for εF

(0) >  ln 2 kBT ≈ 0.693 kBT. This implies that such systems, where 
εF

(0) has a small value (in the range of 1-100 meV) are conductive at low temperatures and 
insulating at higher temperatures, with the transition temperature given by kBT0 = (ln 2)-1εF

(0) in the 
case of a constant DOS and, respectively, (61/2π 

-1) εF
(0) in the case of a linear DOS. The transition 

temperature is almost two times lower in the case of a linear DOS than in the case of a constant 
DOS, for the same value of the zero temperature Fermi energy. 

 
Fig. 2. The dependence y(y0) represented by eq. (8). 
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Also, the dependence y ≡ α(y0) from eq. (8) may be well approximated with the following 
rational function, in the range 6-1/2 π < y0 < 10: 
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the errors being in the range of 0.5 %. 

Eq. (8) may be generalized also for the spin-polarized subbands, with the notations:        y↑ 
= εF

↑(T) / (kBT) and y↓ = εF
↓(T) / (kBT): 
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 By using the approximation given by eq. (9), the Fermi energies of the spin polarized 
subbands are given by: 

     2/1
0, )1(   yy                                              (11) 

 An important consequence of the fact that a nonzero Fermi energy at finite temperature 
exists only for a minimum value of the zero temperature Fermi energy is that, from eq. (10b), a 
maximum value of the polarization is allowed, such that y0(1 - ξmax)

1/2 = 6-1/2 ξ. From here, the 
maximum allowed polarization is found to be ξmax = 1 - π2/(6 y0

2). This correspunds to y↓(ξmax) = 0. 
 

 
 4. The finite temperature case. The total energy of the system 

 
For a subband indexed by s = + 1(↑) or s = - 1 (↓), its kinetic energy is given by: 
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The primitive in the right-hand side, as computed by Wolfram Mathematica [19], is given 
by: 
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When computing the x → ∞ limit, one uses the Landen identity (7) for Li2, together with 

the following identity for Li3 [20]:  
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After some algebra, the definite integral from eq. (12) is evaluated as: 
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The function β(ys) is represented in Figure 3. For 0 ≤ ys < 10, the function β may be 
approximated as: 
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with errors lower than 0.6 %. 

 
Fig. 3. The dependence β(ys) given by the expression of the energy integral - eq. (15), 
together with the case of zero temperature (blue dotted curve) and only the first terms              
of eq. (15), without the  polylogarithm  function.  Insert:  exponential  decay  fitting  of  the  
                                                             polylogarithm function. 
 
 
Let us remark that there is a strong departure of the energy as a function of ys with respect 

to the zero temperature case, where the energy integral is simply proportional to ys
 3/3 (dashed 

curve in Figure 3). 
Thus, one may easily compute the total energy of the system, by summing the total kinetic 

energy ε↑ and ε↓ with the Hubbard energy - (1/4) nUξ 

2. The kinetic energy of the unpolarized 
system is subtracted from this energy, which yields the stabilization energy of the ferromagnetic 
phase Δw: 
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where u' = U / (kBT). y↑(T, ξ), y↓(T, ξ) and y(T) are given by eqs. (8) and (10). Alternatively, using 
the approximated functions α and β defined by eqs. (9) and (16), the ferromagnetic energy may be 
written as: 

         
4

2)1()1(
1

),,'(
2

0
2/1

0
2/1

02
0B

0

 u
yyy

yTnk

w
yu 


  (18) 

Three dimensional plots of ω(u', y0, ξ) are given in Figure 4 for two values of u' = U / 
(kBT). One may remark that at low Hubbard parameter and low value of the equilibrium zero 
temperature Fermi level the paramagnetic state is the most stable. For low Hubbard parameter 
(Figure 4a), one needs a further increase of the zero temperature Fermi level value (or, 
alternatively, a decrease in temperature) in order to obtain the stability of the ferromagnetic state. 
For higher values of the Hubbard parameter (Figure 4b), the most stable state is the ferromagnetic 
state even for the lowest allowed value of y0 = 6-1/2 π. 
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In the following, we investigate in detail the conditions where the ferromagnetic state is 
stable. 

 

 
Fig. 4. Energy surface plots as function on the normalized Fermi energy y0 = εF

(0) / (kBT) and  
asymmetry parameter ξ, for two values of the normalized Hubbard energy u' = U / (kBT). 

 
 

 5. Stability of the ferromagnetic phase 
 
From the energy given by eqs. (17-18) the extremum condition ∂ω/∂ξ = 0 yields, after 

some algebra: 
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Plots of the function a(y0, ξ) are represented in Figure 5, where the curve indicating the 

ξmax limitation [ξmax = 1 - π2/(6 y0
2)] is given as well. For a given value of the parameter y0 one may 

represent a horizontal line at ordinate y = u on the corresponding curve from Figure 5. If this line 
intersects the curve a(y0, ξ), the point of intersection represents the equilibrium value of the 
polarization ξ0 (if ξ0 < ξmax). If there is no intersection, i.e. the line corresponding to u lies always 
above the corresponding curve a(y0, ξ), the energy curve is concave as a function of ξ over the 
whole allowed interval of polarizations, and thus the system evolves in the state of maximum 
allowed polarization ξmax. Conversely, if the horizontal y = u line lies below a(y0, ξ), the energy 
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curve is convex over the whole interval and the system has its equilibrium state at ξ = 0, i.e. in the 
paramagnetic state. 

 
Fig. 5. Plots of the function a(y0,ξ), resulted from the derivative of the total energy. The 
intersections of these curves with horizontal lines y = u yield positions of the energy 
minima at nonvanishing polarization. The yellow region represents the area of forbidden  
                                                        polarization values. 
 
The ferromagnetic state is sometimes, especially for low values of y0, achievable for lower 

ratios between the Hubbard and the Fermi energies in the case of finite temperature than in the 
case of zero temperature (let us recall the zero temperature Stoner criterion u > 1). This result is in 
line with the result obtained in Ref. [6] for bilayer graphenes, but with simpler considerations in 
this case; also, according to the present phenomenological theory, this property is intrinsic to the 
system under consideration and follows only from the supposition regarding the density of states, 
whereas in Ref. [6] it was a consequence of both graphene structure through tight binding 
ingredients, and of other phenomena taken into account by the proposed model, such as hopping 
between planes. The actual computation explains better the recent experimental data on undoped 
graphene from Ref. [9]. 

 
6. The temperature dependence of average polarization 
 
In view of the above paragraph, the strongest deviations from the zero-temperature Stoner 

criterion are expected for low values of y0 = εF
(0)/ kBT. In this range, one may expect the following 

unusual magnetic behaviour: suppose that the ration between the Hubbard and the Fermi energies 
u is such that the system is paramagnetic at a given temperature T1, corresponding to a given 
dimensionless parameter y01. In terms of eq. (19), u < a(y01, ξ) for all allowed ξ values in the range 
(0, ξmax). When the temperature is increased at T2 > T1, the parameter y0 decreases to y02 < y01, such 
that it might be possible that the new curve a(y02, ξ) starts to intersect the line y = u or even u > 
a(y02, ξ) for the whole range of allowed ξs. That is, such a system becomes ferromagnetic when the 
temperature is increased. A similar behaviour was already demonstrated for a constant DOS in 
Ref. [14]. 

However, such behaviour is observed when both the equilibrium Fermi energy and the 
Hubbard energy are on the order of magnitude of the thermal energy kBT. In such cases, thermal 
fluctuations are important and it makes sense to compute an average polarization fraction, defined 
as [14]: 
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The result of this computation is represented in Figure 6. This has to be compared with 
Figure 5b from Ref. [14]. The general behaviour is generally the same: the resulting magnetization 
curves M(T) exhibit an almost linear decrease with the temperature. Such magnetization curves 
were already reported so far for magnetic surfaces [21,22] but at this stage it is difficult to connect 
this experimental behaviour to the case presented here of a linear DOS or to the case analyzed 
previously of a constant DOS [14]. Let us just remark that in the case of Ni monolayers deposited 
on Cu(001) [21], the present model might be appropriate in terms of 3d holes, since the Fermi 
energy lies very close to the 3d band maximum [24]. 

As in the case of a constant DOS [14], at low values of u = U / εF
(0) (≈ 0.5) an increase of 

the magnetization with the temperature at low temperatures is predicted; M(T) shows a maximum 
and then it starts to decrease. Such behaviour could be expected from the curves represented in 
Figure 5. At these low values of u, the most stable microscopic state is the paramagnetic one u < 
a(y0, ξ), but the relative stability of the paramagnetic state is on the order of the thermal energy; 
therefore, states with nonvanishing polarization may be realized and the average via the integral 
represented by eq. (20) yields a nonvanishing value; however, this average value decreases when 
the difference between a(y0, ξ) and u increases, i.e. for smaller values of T (or larger y0 values). 

 
Fig. 6. Temperature dependence of the average polarization, resulted from eq. (20). 

  
Another important result obtained in this case is that the temperature of vanishing average 

polarization shows an almost linear dependence with the value of the equilibrium Fermi energy: T0 
≈ 0.6 εF

(0) / kB, irrespective of the value of the interaction (Hubbard) parameter. Therefore, in this 
temperature range close to the dissapearance of magnetism, doping affects the magnetic behaviour 
of the system in a predictable way. Suppose, for instance, that the system is engineered such that 
near the room temperature (TR) the condition  kBTR / εF

(0) ≈ 0.6 is fulfilled. Thus, any depletion of 
the charge carriers (e.g. by photoelectric effect or by injection of carriers of opposite sign) will 
induce ferromagnetism in the system. Conversely, an enrichment of the charge density of a 
ferromagnetic system may lead to the dissapearance of magnetism. Let us emphasize once more 
that this finding is not dependent on the value of the Hubbard energy; this energy influences only 
the magnitude of the average value of the low temperature magnetization. 
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7. Arguments for neglecting spin waves 
 
The classical Heisenberg spin wave theory [24] stipulates that the decrease of the 

magnetization with temperature is expressed in terms of the sum over the magnon states k, such 
that |ΔM(T)|/M(0) ~ ∑k  nk, where, in 2D systems: 
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with ω(k) being the magnon energy dependence on the wavevector (or the dispersion law). It is 
clear that a quadratic dependence ω(k) ~ k2 induces a logarithmic divergence at high magnon 
wavelengths and this causes instantaneous destruction of the net magnetisation for any finite 
temperature. This can be connected also to the Mermin-Wagner theorem [25], which stipulates that 
no long range magnetic order occurs for infinite, isotropic 2D Heisenberg spin systems. However, 
there are several limitations to the extrapolation of this theory of localized (Heisenberg) spin 
systems to Stoner (itinerant) spin systems. 

This adaptation, evidencing a spin-wave-like excitation spectrum through quantum field 
theory applied to the continuous ferromagnetic system, was drawn several decades ago by Herring 
and Kittel [26]. Many results of this early theory, however, are valid only for long magnon 
wavelengths. Moreover, by including anisotropy, the magnon dispersion law is simulated by        
ω(k) ~ A + B × k rather than by a quadratic law (see Figure 1 from [25]) and for this condition the 
integral (21) doesn't diverge anymore. After some decades, Griffin and Gumbs [27] evidenced a 
surface magnon mode that remains finite and very large at vanishing k. This result was criticised 
by Mathon [28] for the lack of satisfying spin-rotational invariance. Nevertheless, a newer random 
phase approximation (RPA) theory [29], which took into account Mathon's criticism, still 
predicted a magnon dispersion for slabs of a few layers of the type ω(k) ~ A + B × k2, which still 
could not induce any divergence in the sum over magnon states (21). This theory was further 
developed [30] to provide magnon dispersion laws with non vanishing ω when k → 0 (Figure 7 
from [30]). Also, in Ref. [30] a similarity was reported with a Heisenberg system where next-
nearest neighbor interaction is taken into account instead of a simple system with only nearest-
neighbor interaction. Therefore, at this point, a complete theoretical similarity with the basic 
textbook Heisenberg spin system is questionable. 

Alternatively, even though a quadratic magnon dispersion law is to be taken into account, 
the finite sample size may induce a cutoff [the integral in (21) is not taken from 0] in the long 
magnon wavelength regime, which may stabilise the ferromagnetism in ultrathin layers, as was 
evidenced both theoretically and experimentally in Ref. [21].  

Recent outstanding spin-resolved electron energy loss spectroscopy (SPEELS) 
experiments on a few single atomic magnetic Co layers [31-32] did not provide relevant data for 
the spin wave dispersion law around k = 0. The data presented in Ref. [31] in this small k region 
are neutron inelastic scattering data for a Co:(8 % Fe) bulk alloy.  

As a summary, there is still no definite theory or clear experimental evidence of a 
quadratic (or more drastic, ω ~ kn, n > 2, no offset) magnon dispersion law which might definitely 
suppress the ferromagnetism in a 2D system via a divergence in the sum over magnon states (21). 

Therefore, in the present paper it might be a reasonable first approach to neglect spin 
waves in order to assess ferromagnetism in graphene or other Dirac-like systems only based on 
very simple Stoner theory considerations. Nevertheless, the incorporation of spin waves into the 
present treatment is an appealing possible continuation of the present work.  

 
8. Conclusions 
 
This work presents a simple, phenomenological temperature dependent theory of band 

(Stoner) ferromagnetism for systems where the density of states has a linear dependence on the 
energy, with special applications to the case of graphene ferromagnetism. This work is a natural 
expansion of previous Hubbard computations [12], where the occurence of the ferromagnetic 
ordering is connected to the Stoner criterion. Additionally, at low temperatures, the Stoner 
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criterion may be diveded into two subcriteria, one for n ≤ g(εF
(0))U < n 2  where a ferromagnetic 

state is stabilized for a nonzero polarization ξ < 1, the other one for g(εF
(0))U ≥ n 2 , where the 

most stable state is the ferromagnetic one, with maximum polarization ξ = 1. 
The main results of the nonzero temperature study are: (i) At finite temperature and low 

values of the Fermi energy, the ferromagnetism occured for a more relaxed condition (i.e. for 
lower values of the Hubbard parameter) than the Stoner criterion at zero temperature. This is in 
line with previous predictions [3], but in this case this finding is derived from a pure 
phenomenological theory, without involving edge states or defects. (ii) At low temperatures and 
low values of the Hubbard parameter, an increase in the magnetization with temperature is 
predicted: ∂M/∂T > 0. A similar behaviour is reported in Ref. [14] for constant density of states. 
We did not yet find an experimental of such behaviour in pure graphenes, although in Ref. [12] it 
seems that, when one subtracts the paramagnetic component from the 2 K hysteresis loop, a 
smaller magnetization remains for one of the two samples investigated, as compared with the 300 
K case.  (iii) A general trend of the magnetization dependence with temperature is an almost linear 
dependence. Zero magnetization is achieved at almost constant εF

(0)/kBT ≈ 0.6, irrespective of the 
value of the interaction (Hubbard) parameter U. 
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